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1. INTRODUCTION 

Parkinson’s disease (PD) is a chronic, progressive 
neurodegenerative disorder that affects millions of 
individuals globally. It primarily disrupts the 
central nervous system, leading to motor 
symptoms such as tremors, rigidity, bradykinesia 
(slowness of movement), and postural instability. 
In addition to these visible symptoms, PD also 
manifests through non-motor complications like 
speech impairment, sleep disturbances, mood 
disorders, and cognitive decline. These 
complexities make early and accurate diagnosis 

challenging yet critical for effective management 
and improved patient outcomes [1]. 

According to the Parkinson’s Foundation, 
over 10 million people worldwide are living with 
PD, and the numbers are expected to rise with an 
aging global population [2]. Despite the increasing 
prevalence, early diagnosis of Parkinson's remains 
difficult due to the overlap of symptoms with other 
neurological disorders and the absence of a single 
definitive diagnostic test. Traditional diagnostic 
procedures often rely on clinical assessments and 
neurological examinations, which are inherently 
subjective and may result in delayed or 
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misdiagnosis, particularly in the early stages of the 
disease [3]. 

Recent advancements in biomedical 
engineering and data science have introduced new 
opportunities for leveraging computational 
models to assist in the early detection of PD. In 
particular, machine learning (ML) methods have 
gained traction for their ability to learn complex 
patterns from clinical and biomedical data such as 
voice signals, handwriting patterns, gait dynamics, 
and neuroimaging features [4]. Voice recordings, 
in particular, have emerged as a promising non-
invasive biomarker for PD diagnosis, as the disease 
often affects vocal tract control and phonation 
early on. 

While individual machine learning algorithms 
such as Decision Trees, Support Vector Machines 
(SVM), and Random Forests have shown 
encouraging results in PD detection, their 
performance is often limited by data imbalance, 
overfitting, and sensitivity to feature variations. 
These challenges necessitate a more robust, 
scalable approach that can generalize well across 
patient populations and diverse data modalities 
[5]. 

Despite the promising outcomes of machine 
learning in Parkinson’s disease diagnosis, several 
challenges persist in deploying these models in 
clinical practice. Firstly, no single classifier 
performs optimally across all datasets and 
scenarios. For instance, while SVM may work well 
with high-dimensional data, it may not handle 
class imbalance or feature noise as effectively as 
ensemble-based models [6]. Secondly, most 
existing studies focus on individual models, 
overlooking the benefits of integrating multiple 
algorithms to compensate for individual 
weaknesses. 

Another limitation is the tendency of some 
models to overfit small datasets, especially in 
medical domains where acquiring labeled data is 
expensive and time-consuming. Moreover, many 
models provide high accuracy on training data but 
lack the generalization power needed for real-
world application, leading to unreliable 
performance on unseen cases [7]. This gap 
highlights the need for a method that can not only 
maintain high classification accuracy but also 
ensure robustness, interpretability, and 
consistency across various patient subgroups. 

In this context, ensemble learning emerges as 
a promising solution. Ensemble models combine 
predictions from multiple base learners to 
improve overall performance and reduce the risk 
of misclassification. By leveraging diverse 
algorithms—each with its unique strength—
ensemble methods can provide a more balanced 
and accurate classification of Parkinson’s disease, 
especially when dealing with complex, high-
dimensional, and imbalanced biomedical datasets. 

2. RELATED WORK  
Numerous researchers have explored the 
classification of Parkinson’s disease through 
different techniques. Their work offers a strong 
basis for understanding how machine learning can 
be leveraged to address ongoing challenges in the 
subclassification, risk evaluation, and prognosis of 
neurodegenerative disorders, particularly using 
vocal signal characteristics. 
Srinivasan, S. et. al (2024) proposed the Machine 
Learning (ML) and Deep Learning (DL) techniques, 
specifically K-Nearest Neighbor (KNN) and Feed-
forward Neural Network (FNN) models, to 
differentiate between individuals with PD and 
healthy individuals based on voice signal 
characteristics. The experimental results reveals 
that the FNN and KSVM models, trained on an 80–
20 split of the dataset for training and testing 
respectively, yield the most promising results. The 
FNN model achieves an impressive overall 
accuracy of 99.11%, with 98.78% recall, 99.96% 
precision, and a 99.23% f1-score [8].  
Alshammri R et. al. (2023) proposed to detect PD 
using different types of Machine Learning (ML) to 
differentiate between healthy and PD patients by 
voice signal features. The models were trained 
using different techniques such as Synthetic 
Minority Over-sampling Technique (SMOTE), 
Feature Selection, and hyperparameter tuning 
(GridSearchCV) to enhance their performance. At 
the end, we found that MLP and SVM with a ratio of 
70:30 train/test split using GridSearchCV with 
SMOTE gave the best results [9].  
Zhang J. et. al. (2023) proposed an eight commonly 
used machine learning models to allow for 
comprehensive assessment. Finally, the Shapley 
Additive Explanations (SHAP) method was used to 
investigate the contributions of each factor. Among 
the eight machine learning models considered, 
penalized logistic regression and XGBoost were the 
most accurate algorithms for assessing PD risk, 
with penalized logistic regression achieving an 
area under the curve of 0.94 and a Brier score of 
0.08. Olfactory function and polygenic risk scores 
were the most important predictors for PD risk 
Saeed, Faisal et. al. (2022) proposed a 
comprehensive approach to enhance the 
prediction of PD using several machine learning 
methods with different feature selection methods 
such as filter-based and wrapper-based. The 
dataset includes 240 recodes with 46 acoustic 
features extracted from 3 voice recording 
replications for 80 patients. The experimental 
results showed improvements when wrapper-
based features selection method was used with K-
NN classifier with accuracy of 88.33%.  
Rahman A. et al. (2021) developed a PD diagnosis 
system using spectral features from voice samples. 
Data were collected from 160 people, 60 of whom 
had Parkinson’s disease, by pronouncing /a/, /o/, 
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and /u/ three times each, and MFCC features were 
extracted from the voice samples. Local 
discriminant analysis was applied for feature 
reduction. The data were classified using ten 
distinct classifiers, with the SVM-RBF classifier 
obtaining an accuracy of 77.50%.  
Solana-Lavalle G. et al. (2021) presented an 
assistance tool for PD detection based on voice 
signals. This study employed the UCI PD 
classification dataset. The methodology is broken 
down into four parts: dataset generation, feature 
selection, classification, and performance analysis. 
The feature selection was done using a wrapper-
type method that operates in a stepwise manner 
for both forward and backward feature selection.  
Zahid, L. et al. (2020) proposed a spectrogram-
based deep feature extraction method for PD 
diagnosis. Spanish language PC-GITA data set was 
used in this study. Three different methods were 
proposed in this study. In the first approach, 
speech signals were converted into a spectrogram 
then pre-trained CNN with ALEXNET was used for 
feature extraction.  
Solana-Lavalle, G. et al. (2020) proposed a pre-
diagnosis tool for early diagnosis of PD by using 
fewer vocal features to increase classification 
accuracy. According to the author, this is the first 
time eight to twenty features have been selected by 
wrapper method. The performance of the selected 
four features subset was analyzed by four KNN, 
MLP, SVM, and RF classifiers. As shown in the 
results, 94.7% accuracy was obtained by using 
SVMRBF Classifier. 

3. MATERIAL AND METHODS 
This Section presents complete workflow of the 
proposed model for predicting PD over the 
datasets based on the ensemble approach using 
several ML algorithms. Figure 1 shows the 
complete work flow of the system. 
 

 
 

Figure 1: Workflow of the Proposed Model 
 

A. Dataset Description 
The dataset employed in this study was 

sourced from the University of Oxford (UO) 
repository in collaboration with the National 
Center for Voice, as developed in [15]-[16], and is 
publicly accessible through the UCI Machine 

Learning Repository [17]. The original research 
focused on extracting features relevant to general 
voice disorders. It comprised voice recordings 
from 31 individuals—23 diagnosed with 
Parkinson’s Disease (16 males and 7 females) and 
8 healthy control subjects (3 males and 5 females). 
In total, the dataset includes 195 instances and 24 
attributes. 
 

B. Data Preprocessing 
Data preprocessing is a critical step in 

preparing raw biomedical data for effective 
machine learning model training, particularly in 
the context of Parkinson’s disease detection. The 
dataset used in this research comprises voice-
based features extracted from recordings of 
individuals diagnosed with Parkinson’s Disease 
(PD) and healthy controls. To ensure data quality, 
consistency, and optimal model performance, the 
following preprocessing procedures were 
performed: 
 
Data Cleaning and Validation: Initial data 
inspection was carried out to check for anomalies 
such as missing values, duplicate records, and 
inconsistencies in data format. Since no significant 
missing values were present in the dataset, further 
cleaning focused on removing any redundant 
entries and verifying that all feature values were 
within a plausible physiological range. 
 
Label Encoding: The target variable, “status,” was 
already labeled as binary—0 representing healthy 
individuals and 1 indicating PD patients. No 
additional label encoding was necessary for 
classification purposes. 
 
Feature Scaling: To harmonize the numerical 
range of the features and prevent bias in distance-
based classifiers like K-Nearest Neighbors (KNN), 
Min-Max Normalization was applied. This 
transformation scales each feature to a range of [0, 
1] using the formula: 
 

𝑋′ =  
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛

 

 
Feature Selection: To improve computational 
efficiency and reduce noise, feature selection was 
conducted using a logistic Regression algorithm, 
which ranks features based on their information 
gain. The most relevant features were retained to 
enhance model interpretability and performance, 
while low-importance features were removed.
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Figure 3: Pair plot of each Feature 

 
Figure 4: Heatmap of each Feature 

 

 
Figure 5: Feature Importance  

 
C. Building Models 

 
Logistic Regression (LR): Logistic Regression is a 
linear classification algorithm used to estimate the 
probability that a given input belongs to a 
particular class. In the case of Parkinson’s disease 
detection, it models the relationship between voice 
features (e.g., jitter, shimmer, fundamental 
frequency) and the binary target variable (PD = 1, 
Healthy = 0). 
 

K-Nearest Neighbors (KNN): KNN is a non-
parametric, instance-based learning algorithm. It 
classifies a new sample based on the majority label 
among its K closest neighbors in the training 
dataset. In Parkinson’s disease detection, KNN 
works by comparing a new patient’s voice 
measurements with those of previously observed 
cases. 
 
Decision Tree (DT): Decision Tree classifiers split 
the data into branches based on feature thresholds 
that maximize class separation, using measures 
like Gini Impurity or Information Gain. For 
Parkinson’s detection, the model might split on key 
features such as MDVP:Fo(Hz) or HNR to separate 
healthy from PD patients. 
Each internal node tests a feature, each branch 
represents an outcome, and each leaf node assigns 
a class label. Decision Trees are interpretable, 
capable of handling non-linear relationships, and 
contribute to ensemble diversity by capturing 
different patterns in the data. 
 
Ensemble Model: The Ensemble model combines 
the predictions of multiple base classifiers—such 
as LR, KNN, Decision Tree, and others like Random 
Forest or XGBoost—through a soft voting 
mechanism. 

 
RESULT ANALYSIS 

The proposed ensemble learning approach was 
evaluated on a benchmark dataset of voice 
recordings from individuals diagnosed with 
Parkinson’s disease and healthy controls. To assess 
the effectiveness of the model, multiple 
classification metrics were analyzed, including 
accuracy, precision, recall, F1-score, and ROC-AUC. 
These metrics were computed for each baseline 
classifier as well as the ensemble configurations to 
determine the relative improvements in 
performance. 
 

Table 1: Performance Analysis of Proposed 
Models 

 

Models Accuracy Precision Recall 
F1-

Score 

LR 90.00 85.00 77.00 80.5 
KNN 91.00 87.00 80.00 85.5 
DT 74.00 65.00 73.00 66.5 

Ensemble 95.00 91.5 91.5 91.5 
 
Table 1 shows the performance analysis that 
shows the comparative results of various models 
used for Parkinson’s disease detection, showing 
that the ensemble model significantly outperforms 
individual classifiers in all evaluation metrics. The 
Logistic Regression (LR) model achieved a 
respectable accuracy of 90%, with precision and 
recall values of 85% and 77%, respectively. The K-
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Nearest Neighbors (KNN) classifier slightly 
improved upon this, reaching 91% accuracy, but 
still showed limitations in recall (80%). The 
Decision Tree (DT) model exhibited the weakest 
performance with only 74% accuracy, indicating 
lower predictive reliability. 
 

 

 

 
 
 

 
 

Figure 6: Confusion Matrix of LR, KNN, DT, 
Ensemble Models 

 
CONCLUSION AND FUTURE SCOPE 

In this study, we proposed a robust ensemble 
learning framework for the early detection and 
classification of Parkinson’s disease (PD) using 
biomedical voice features. The ensemble approach 
integrated multiple base classifiers—including 
Logistic Regression, K-Nearest Neighbors, 
Decision Tree, that combined through soft voting 
to enhance classification accuracy, reduce 
variance, and ensure generalizability. The 
proposed ensemble model, which integrates 
multiple classifiers, demonstrated the best results 
with an impressive 95% accuracy, and balanced 
values of 91.5% for precision, recall, and F1-score. 
This underscores the ensemble model’s strength in 
achieving both high accuracy and balanced 
classification performance, making it a more 
reliable choice for Parkinson’s disease detection. 
The proposed model has shown promising results, 
there are several avenues for further 
enhancement: 

• Integration of multimodal data such as 
handwriting dynamics, gait analysis, or 
neuroimaging can provide a more 
comprehensive diagnostic tool and 
improve robustness. 

• Expansion of the dataset with samples 
from diverse demographics and clinical 
environments would improve 
generalizability and reduce potential bias. 

• Real-time deployment through mobile or 
wearable applications can allow for 
continuous monitoring and early 
symptom detection in remote or 
underserved areas. 
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